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Quantum ghost imaging (QGI) leverages correlations
between entangled photon pairs to reconstruct an image
using light that has never physically interacted with an
object. Despite extensive research interest, this technique has
long been hindered by slow acquisition speeds, due to the use
of raster-scanned detectors or the slow response of inten-
sified cameras. Here, we utilize a single-photon-sensitive
time-stamping camera to perform QGI at ultra-low-light
levels with rapid data acquisition and processing times,
achieving high-resolution and high-contrast images in under
1 min. Our work addresses the trade-off between image
quality, optical power, data acquisition time, and data
processing time in QGI, paving the way for practical appli-
cations in biomedical and quantum-secured imaging. ©
2025 Optica Publishing Group. All rights, including for text and data
mining (TDM), Artificial Intelligence (AI) training, and similar tech-
nologies, are reserved.
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Introduction. In ghost imaging systems, two correlated fields
are spatially separated into two independent paths [1]. One field
illuminates an object and is captured by a bucket (single-pixel)
detector, while the other field is imaged onto a spatially resolving
detector [2]. Individually, neither detector provides the infor-
mation necessary to produce an image, but the object can be
revealed in the coincidence counts between the two detectors [3].
Ghost imaging was first observed by Pittman et al. in 1995 [4,5]
by using entangled photons generated through spontaneous para-
metric downconversion (SPDC). In this nonlinear interaction, a
single incoming pump photon is annihilated to create a pair of
signal and idler photons, which can exhibit strong correlations
in position and strong anticorrelations in transverse momentum
[6,7]. These types of correlations, which can be used to demon-
strate the Einstein–Podolsky–Rosen (EPR) paradox, allow the
formation of a sharp and high-contrast image of the object
[8–10]. While many of the initial imaging results were later
similarly reproduced using spatially correlated classical light
sources (thermal and pseudothermal) [11–14], quantum ghost
imaging (QGI) remains advantageous in low-light conditions
[15], offering a higher signal-to-noise ratio (SNR) and better
visibility compared to approaches using classical sources [2,16].

The low-photon flux, combined with the robustness against scat-
tering [17,18], makes QGI particularly well-suited for imaging
photosensitive biological samples [19]. Additionally, nondegen-
erate photon pairs can be produced, allowing the object to be
probed with one wavelength while capturing its spatial infor-
mation at a different wavelength [20,21]. This approach may
be used to overcome limitations in the spectral bandwidth of a
detector and assist in covert operations [22,23].

A key objective in QGI is to achieve the highest resolution and
contrast within the shortest acquisition time, ideally surpassing
the capabilities of classical methods [16]. However, due to the
lack of single-photon-sensitive fast cameras [24], early experi-
ments relied on raster scanning point-like detectors to simulate
a camera [1,4]. This approach sets a maximum detection effi-
ciency to 1/N, where N is the number of scanned pixels [8].
The use of time-gated intensified charge-coupled device (ICCD)
cameras for spatial detection marked a significant improvement,
allowing detection efficiency to linearly scale with the number
of pixels, N, in the image [8]. In this scheme, time-correlation
measurements are conducted by triggering the ICCD when the
bucket detector registers a signal. However, compensating for
the slow gating electronics of the ICCD requires a 20–30 m
long image-preserving delay line, adding complexity to practi-
cal implementation. Moreover, because the average number of
photon events per pixel must remain well below one and the
ICCD frame rate is limited to the kHz range (due to data out-
put constraints [25]), data acquisition time often spans hours.
Another advancement occurred with the development of single-
photon avalanche diode (SPAD) arrays, offering single-photon
detection with high temporal resolution, albeit typically at a
lower transverse resolution (∼1000 pixels) [26]. In 2023, Gili et
al. used a 2D SPAD array technology to demonstrate QGI [27]
on the time scale of minutes, although the imaging suffered from
low spatial resolution (32 × 32 pixels) and substantial noise at
sub-minute acquisition times. In 2024, Davenport et al. used
a pair of time-synchronized SPAD arrays to achieve high-SNR
ghost images and enhanced contrast within seconds [28].

In this work, we employ a single-photon-sensitive time-
stamping camera (Tpx3Cam) to overcome the limitations on
the spatial and temporal resolution of QGI in the low-photon
regime. The Tpx3Cam camera (Amsterdam Scientific Instru-
ments), in combination with an image intensifier (Photonis),
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time-tags the arrival of individual photons. The camera fea-
tures a 256 × 256 silicon pixel array, with a pixel size of
55 × 55 µm and a temporal resolution of 1.56 ns, supporting
a maximum output rate of 80 Mpix/s [25]. When operating
between the wavelengths of 600 and 850 nm, the Hi-QE Red
photocathode in the image intensifier offers a quantum effi-
ciency (QE) of approximately 20%, with the entire system
at an efficiency of 7.4± 2% [24]. Unlike traditional CCD or
CMOS cameras, which capture signals frame by frame, the
Tpx3Cam operates in an entirely data-driven manner, recording
the timestamped information for each pixel [25]. This approach
enables continuous fast readout and offers flexibility in complex
analyses, such as spatially resolved time-coincidence measure-
ments. The Tpx3Cam is exceptionally well-suited for quantum
imaging experiments and has already been applied to snapshot
hyperspectral imaging [29], polarization entanglement charac-
terization [30], quantum light-field microscopy [31], and studies
of spectral–temporal correlations in the Hong–Ou–Mandel
interference [32].

Experiment. The setup is illustrated in Fig. 1(a). A
continuous-wave (CW) 405 nm laser with an output of 2 mW
is used to pump a beta-barium borate (β-BBO) crystal, phase-
matched for type-II degenerate SPDC, to produce entangled
photon pairs at around 810 nm. The pump laser is linearly polar-
ized, tuned with a half-wave plate (HWP) to maximize SPDC
conversion efficiency, and spatially filtered to isolate a single
mode. The down-converted photons, produced in orthogonal
polarizations, are split into two paths using a polarizing beam
splitter (PBS). We denote the reflected photons as signal and the
transmitted photons as idler. The signal photons are first imaged
onto the object using a 2-f system and then imaged onto the cam-
era through free-space propagation, while the idler photons are
directly imaged onto the camera using another 2-f system with
a different focal length. The paths of the signal and idler beams
are then made collinear using a second PBS and are incident on
different areas of the camera sensor. A 715 nm longpass filter
(LPF) is placed immediately after the nonlinear crystal to block
the pump beam, while two 810/3 nm bandpass filters (BPFs) in
front of the camera reject stray light from the pump beam and
background illumination.

Post-processing is performed in PixGUI [33], a program
designed for processing, viewing, and analyzing quantum imag-
ing data from the Tpx3Cam. In the GUI, a virtual rectangular
aperture is applied around each beam to confine the region for
time-coincidence analysis. Consequently, the Tpx3Cam sensor
is digitally partitioned to function as both a bucket detector for
the signal beam and a spatially resolving detector for the idler
beam, as was recently demonstrated with a SPAD array [34]. A
centroiding algorithm is then employed to detect single-photon
events within the clusters of pixels illuminated by the image
intensifier [25]. For each of these events, the correct time of
arrival (TOA) and time over threshold (TOT) are calculated
and added to an array of events. The array is subsequently
filtered using a pairing algorithm that considers only photon
pairs detected within a 10 ns time window. While the pro-
cessing time largely depends on the available computational
resources, in our case (Intel i9-13900, 3 GHz, 24-core CPU, and
32 GB memory), data processing with PixGUI takes approx-
imately 1 min for a 30 s acquisition. Because the positions
of photons are anticorrelated in the far field of the crystal,
the ghost image is inverted with respect to the object in our
setup [1]. In this Letter, the images have been digitally re-
inverted without any additional processing. Unless otherwise
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Fig. 1. (a) Experimental setup of QGI utilizing the momentum
correlations in the entangled photon source. L1 and L2 are anti-
reflection-coated lenses with focal lengths of 75 cm. L3 = 10 cm
and L4 = 15 cm. The two 810/3 nm BPFs directly on the camera are
not pictured here. (b) Ghost image of a ghost-shaped object from a
total of 51,901 coincidences captured over 150 s.

Fig. 2. (a) Ghost image of a section of the USAF resolution test
chart from a total of 47,004 coincidences. (b) Cross section of the
image averaged over the 20 rows indicated by the dashed lines. (c)
Coincidence peak representing photon pairs. (d) JPD demonstrating
anticorrelation in transverse momentum.

specified, the data acquisition time for the images presented in
this Letter is 30 s. Such an integration time was selected to
present high-SNR images, although shorter acquisition times of
just a few seconds could still adequately capture the object’s
features.

Results. In Fig. 2, we demonstrate the ghost imaging capa-
bilities of the Tpx3Cam. Using a 1951 United States Air Force
(USAF) resolution test chart, we achieve a high-contrast ghost
image with a resolution of 130 × 130 pixels (Fig. 2(a)) and
resolve the 111.36 µm linewidth of element 2. This resolution
is limited by the point-spread function of the system [35] and
could be further enhanced with better optical components, such
as a microscope objective. A normalized cross section of the
ghost image (Fig. 2(b)) depicts high image contrast, which we
calculate to be 89% using the following equation:

C =
Imax − Imin

Imax + Imin
, (1)

where Imax is the average maximum intensity of the signal and Imin

is the corresponding average minimum intensity from the adja-
cent region where the signal drops due to the object obscuring
the light. The coincidence histogram (Fig. 2(c)) clearly shows
a peak corresponding to photon pairs with similar TOA, with a
coincidence-to-accidental ratio of ∼3.8 and a FWHM of 6 ns.
In Fig. 2(d), we present the joint probability distribution (JPD),
which displays anticorrelations in the transverse momentum of
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Fig. 3. (a) Ghost image of a smiley face from a total of 8383
coincidences and (b) the corresponding temporally filtered direct
image. (c) JPD demonstrating positive correlations.

the down-converted photons. If the object and imaging detector
were placed in a near-field configuration, the JPD would exhibit
a positive correlation, showing the correlation in the transverse
position of the down-converted photons.

One of the advantages of the Tpx3Cam system is its ability
to simultaneously capture both a ghost image from the idler
photons in the coincidence pairs and a direct image from the
signal photons in the coincidence pairs. This scheme can allow
imaging of different transverse planes of an object, enabling
light-field microscopy [31] or phase imaging [36]. By placing a
short focal length lens after the object (f = 2.5 cm), the spatial
information from the illuminated object is imaged onto the event
camera, preventing it from being lost to diffraction. In this setup,
the pixels detecting signal photons continue to function as the
bucket detector and do not affect the ghost image, but now a
temporally filtered direct image is also formed. The distinction
between the direct and ghost image is determined by whether
the spatial information is obtained from the signal or the idler
photons, respectively. One benefit of the ghost image is that it
can be configured to be more resilient to turbulence or scatte-
ring [17,18]. In Fig. 3, we present a ghost image of a smiley
face alongside the corresponding direct image. The difference
in resolution between the two images arises from the signal and
idler beams being magnified by different amounts, leading them
to occupy areas of different sizes on the camera sensor. We also
show the JPD (Fig. 3(c)), which now displays a positive correla-
tion due to the imaging lens inverting the position information
from the object.

According to the quantum imaging theory [37], the SNR of an
image scales with the square root of the integration time. Here,
we illustrate the improvement of image quality with increasing
data acquisition time using the Tpx3Cam. In Figs. 4(a)–4(d),
we present four ghost images with various acquisition times. In
Fig. 4(e), we plot SNR in variance with the acquisition time [27],
showing good agreement with the theory. In order to calculate
the SNR, we use the following equation:

SNR =
Isignal

σbg
, (2)

where Isignal represents the signal intensity and σbg is the stan-
dard deviation of the background. In this case, because the object
blocks the beam instead of transmitting photons, the surround-
ing illuminated area is treated as the signal, while the object
itself, which obstructs the light, is considered the background.
Using this method, we calculate an SNR of 12 for the image
in Fig. 2. Although these images exhibit strong contrast, the
substantial pixel-to-pixel variation—stemming from the Poisso-
nian statistics of shot noise—limits the SNR [38]. One approach
to improve image quality while remaining in the low-photon
regime is to apply reconstruction techniques that optimize the

Fig. 4. Ghost images of USAF resolution chart integrating over
(a) 15 s, (b) 30 s, (c) 90 s, and (d) 150 s. (e) Plot of SNR of ghost
images against data acquisition time with theoretical fit. The signal
intensity and background noise are measured in the rectangular
regions displayed in (d).

sparsity of the contributing spatial frequencies, similar to the
method used in JPEG image compression [15,39]. Nonetheless,
even without these techniques, the object features are still visible
with low-photon numbers (less than 10 per pixel and an average
of 0.58 photons for Fig. 4(a)).

Discussion. In this work, we have successfully demonstrated
a fast QGI system using a single-photon-sensitive time-stamping
camera, capable of producing high-contrast and high-resolution
images with ultra-low-light levels (on the order of 105 total
photons). While related quantum imaging techniques have been
explored using event cameras [29,31,40,41], to our knowledge,
this is the first instance of QGI with these specific capabili-
ties. With a 30 s acquisition time and 2 mW pump power, we
achieved QGI with ∼90% contrast and an SNR of 12 for the
data shown in Fig. 2. For comparison, the recent study using
dual SPAD detectors reported ∼25% contrast and an SNR of
40 at a 10 s acquisition time with 11 mW of pump power [28].
Furthermore, the Tpx3Cam’s 256 × 256 pixel array provides
significantly higher resolution images compared to the 32 × 32
SPAD array. While a direct comparison is difficult, it is clear
that the Tpx3Cam outperforms the SPAD in terms of contrast
and spatial resolution under these experimental conditions. In
addition to the higher temporal resolution of the SPAD (50
ps), the larger SNR can be partially attributed to the higher
flux of down-converted photons from a greater pump power.
Interestingly, a recent work with the Tpx3Cam uses spatial fil-
tering methods to overcome accidental coincidences, achieving
sub-second quantum-correlated imaging through noisy channels
[42].

Although this progress brings us closer to the goal of real-time
quantum imaging, further technical improvements in cameras
will be required to make quantum imaging technology a real-
ity. As we observed, the SNR scales with the square root of
the integration time due to the greater amount of data being
acquired. Similarly, the SNR increases with the square root of
the timing resolution. While the Tpx3Cam is designed with a
temporal resolution of 1.56 ns, the effective timing resolution has
been estimated at approximately 7.3 ns [24]. This is significant
because faster time-tagging would reduce the chance of acci-
dental coincidences and decrease the acquisition time needed to
achieve the same image quality. Fortunately, with ongoing devel-
opments in Timepix [43] and SPAD array technologies [44], we
can expect more practical demonstrations of QGI in the future.
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Additionally, a recent study using a photocathode-based non-
pixelated “Ncam” detector (0.5 ns timing resolution) achieved
high-quality ghost images of binary targets within 1 min and
ghost images of plant material within 40 min [45]. Although
these results are impressive, Ncam can detect only one photon
at a time, which leads to longer data acquisition times despite
a higher pump power. In contrast, the Tpx3Cam has the added
advantage of serving as both an image sensor and a bucket
detector. This dual functionality allows for the simultaneous
acquisition of images at two distinct planes, facilitating the col-
lection of more complete information about the object. Such an
approach could enable novel applications, including volumetric
microscopy [31] or 3D ghost imaging, which has previously been
demonstrated using asynchronous SPADs [46,47]. Furthermore,
our setup offers the potential to incorporate techniques such as
interaction-free measurement to achieve enhanced sensitivity
with even fewer photons [48,49]. Additionally, the integration of
machine learning methods such as those used in computational
ghost imaging [16,50] could further reduce data acquisition time
and mitigate the effects of shot noise. We believe that these com-
bined advancements will make quantum ghost imaging a viable
tool for real-world applications beyond the laboratory.
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